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Introduction

Athena Access supports a wide range of alarm and statistics features. These will help you control the node. This chapter explains the function of Athena Access’ alarms and statistics.

Control Command Menu XE "Controlling the Node" 
The Control Command Menu XE "Control Command menu"  contains the commands related to controlling the state of the node. The commands available in this menu are:

· HAlt
· INitialize
· REboot


The menu available from the Control Command Menu XE "Files Command Menu"  is:

· SElect




Rebooting the Athena Accessxe "State of, Node"
The NMP can alter the state of the node by resetting it with the Reboot command. 

The Rebootxe "Rebooting the Node" command also lets you schedule the reboot to occur at a specified time or cancel one you have previously scheduled. To set a reboot for a specific time:

1.
Type re.

2.
Type in the time (hh:mm or now) and date (yyyy-mm-dd).

3.
Press [enter].

To cancel a scheduled reboot:

1.
Type re off, then press [enter].

Checking the Trunk Statexe "State of, Trunk"
You can check the state of all trunks in the node with the Show command. To view the state of the trunks:

1.
Type sh, then press [enter].

Halting XE "Halting a trunk"  & Initializing XE "Initializing a trunk"  a Trunk

Halting a trunk immediately stops the protocol’s operation. The program remains resident in the memory and still holds resources but does not execute. To halt a trunk:

1.
Type ha and the trunk number, then press [enter].

Initializing a trunk releases it from halt. You can initialize the trunk at any time. To initialize a trunk:

1.
Type in and the trunk number, then press [enter].

Frame Relay Trunk Specific Features XE "Frame Relay Trunk Specific Features" 
The Athena Access provides specific frame relay trunk control features when you select a frame relay trunk using the Select command. To select a trunk:

1.
Type se and the trunk number, then press [enter].

Initializing a Specified DLCI XE "DLCI, initializing" 
The Initialize command initializes a specified DLCI. To initialize a specific DLCI.

1.
Type in and the value (16 to 991), then press [enter].

Showing PVC DLCI States XE "DLCI States, showing" 
The Showpvc command lets you show the state of a range of PVC DLCIs. If you omit the second DLCI number, the NMP will display only the state of one DLCI. If you omit both DLCI numbers, the NMP will display the state of all active PVC DLCIs. To display a single DLCI:

1.
Type sp.

2.
Type the value (16 to SVC DLCI-1).

3.
Press [enter].

To display a range of DLCI:

1.
Type sp.

2.
Type the value (16 to SVC DLCI-1).

3.
Type the second value.

4.
Press [enter].

Alarmsxe "Alarms"
Overview of Features

Athena Access has the ability to detect potential problems and alert you to it. When the system detects a problem, it sends an alarm message to the NMP where you can view it. 

Types of Alarms XE "Alarms, types" 
There are five types of alarms:

· Threshold,

· Event,

· Hardware,

· System abnormality,

· Information alarms.

Threshold Alarms XE "Threshold Alarms" 

 XE "Alarms, threshold" 
The NMP raises threshold alarmsxe "Threshold Alarms" when the number of times an event occurs exceeds the time interval you specified. The number of occurrences, or threshold, can reflect the point at which:

· Any single action occurs (setting the threshold to zero).

· An acceptable error rate becomes a failure.

· The number of bytes transferred reflects over-utilization of a trunk.

Event Alarms XE "Alarms, event" 
Event alarmsxe "Event Alarms" pertain to the operation of the protocol level. Events include the activation or deactivation of a trunk.

Hardware Alarms XE "Alarms, hardware" 
Hardware alarmsxe "Hardware Alarms" pertain to a hardware event such as failure of a module or subsystem.

System Abnormality Alarms XE "Alarms, system abnormality" 

xe "System Abnormality Alarms"
System abnormality alarmsxe "System Abnormality Alarms" pertain to anomalous software occurrences such as a lack of software resources or an incorrect configuration.

Information Alarms XE "Alarms, inforamtion" 
Information alarmsxe "Information Alarms" are the result of an attempt from the software to document a problem or make a recommendation.

Alarm Priority XE "Alarm Priority" 
Some types of alarms are more important than others and so each alarm has an associated priority levelxe "Alarms, Priority Level". The priority level ranges from zero to seven with level seven as the highest priority.

Threshold and event alarm priorities are completely configurable on an individual alarm basis. Hardware, system abnormality and information alarms are configurable as classes (e.g. all hardware alarms).

Hardware alarms are inherently high priority and have been factory set to priority six by default. System abnormality alarms are slightly less important and have been factory set to level four. Information alarms are level three.

This default scheme provides you with two clear levels above (six and seven) and two clear levels below (one and two) the assigned ranges.

This strategy is especially important in view of the fact that the alarm system lets you set a filter level that masks alarms below a specific level. This eliminates whole classes of alarms if you desire. All hardware, system abnormality and information alarms may be masked by setting the alarm mask to level six, and leaving only alarms configured by you to priority six or seven.

Threshold Time Base XE "Threshold Time Base" 

 XE "Alarms, Threshold Time Base" 
Athena Access gives you the ability to generate threshold alarms based on time threshold. Some events are serious if they occur more than once a minute, others if more than once a day. By selecting both the threshold and time base, you can control the following relationship:
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Note: A threshold of 60 errors in 60 seconds will detect the same error rate as 3600 errors in 3600 seconds.

The time base only applies to threshold alarms.

Preventing Alarm Flooding XE "Alarm Flooding, preventing" 
If the number of errors occurring is particularly large or the time base is very short, The NMP will raise many alarms in a short period. 

Athena Access supports a latency timer that you can configure to restrict the rate it raises alarms.

As the NMP raises each alarm, it notes the time. If subsequent alarms occur, the NMP will postpone them until the end of the latency time.

Viewing Alarms XE "Viewing Alarms" 

 XE "Alarms, viewing" 
Access to the Alarm commands is through the Alarms Command Menu. The commands available in this menu are:

· CallclearDelay
· DElete
· FIlter
· PrintAddr

It is possible for you to do the following:

· View and print any received alarms,

· Delete existing alarms,

· Filter out any alarms below a set priority level.

Show Command

The Show command displays the alarms generated, to date, by the node. The display includes the following information on the alarms:

· alarms source,

· originating trunk (if applicable),

· alias (if specified),

· alarm priority,

· type of alarm,

· time and date it was generated, 

· description of the alarm.

Deletexe "Alarm Records, Deleting " Command

The Deletexe "Alarm Records, Deleting " command lets you delete a set number of alarm records. You can store a maximum of 100 alarm records. The NMP deletes the alarms in the order it received them. To delete alarm records:

1.
Type de and the number of alarm records (1 to 100), then press [enter].

Filterxe "Alarms Filter, Configuring" command

The Filterxe "Alarms Filter, Configuring" command lets you filter out any alarms below a set priority level. For example, if you set the filter level to 5, only alarm records priority 5 and above will generate an alarm condition. To set the filter level:

1.
Type fi and level (0 to 7), then press [enter].

Statistics XE "Statistics" 
The Stats Command Menu XE "Stats Command Menu"  provides all commands related to obtaining statistics. The commands available in this menu are:

· PHysical




The menus available from the Stats Command Menu XE "Stats Command Menu"  are:

· TRunk
· LanRouter



The information you can obtain from this menu includes:

· Summary statistics provides a single menu reference describing all installed protocols, their port numbers, state, active sessions and electrical interface type.

· Physical port statistics provides a display of the port’s electrical interface type, polarity, speed and control leads.

· LAN router statistics provides xe "System Statistics"

xe "Node Statistics"statistics on the IP, IPX routing, PPP and bridging.

· Trunk statistics provides xe "Trunk Statistics"detailed statistics on the activity of the trunk.

The Physical and LAN Router commands are intended to give you an overall picture of the operation of the node.

Use the Trunk command when you need a detailed examination of the messages being passed across the trunk.

Physical Port Statistics XE "Statistics, physical port" 

xe "Physical Port Statistics"
Athena Access gives you the ability to display the state of the control leads, clocking mode and clock rate on a given trunk using the Physicalxe "Statistics Physical, Command" command.

If you use the command without specifying a trunk number, the system will display each interface in turn. To view the physical stats:

1.
Type ph then press [enter].

Trunk Statistics XE "Statistics, trunk" 

xe "Trunk Statistics"
The Trunkxe "Statistics Trunk, Command" command lets you select a particular trunk to examine statistics. To see the statistics for a specific trunk:
1.
Type tr and the trunk number, then press [enter].

This brings you to the Statistics Trunk Command Menu.

The Show command displays statistics for the selected trunk.
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Figure 5.1 Display of a Trunk Show Command XE "Display of a Trunk Show Command" 
The Clearxe "Clearing Trunk Statistics"

xe "Trunk Statistics, Clearing" command will clear the statistics on a specified trunk. To clear the stats:

1.
Type cl then press [enter].

Interval Statistics XE "Statistics, interval" 

xe "Interval Statistics of a Selected Trunk"
Use the Interval command when you wish to see the variation in a trunk’s statistics over time. To display a trunk’s statistics:

1.
Type in and an interval (5 to 240 seconds) then press [enter].

The test displays the statistics in real time until you press [enter] again.
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Figure 5.2 Statistics Displayed by the Trunk Interval Command

Note: You can always get the Stats command through the Trunk menu in Config.

Frame Relay Trunk Statistics

DLCI Information XE "Statistics, DLCI Information" 
· Data: The DLCI is ready to pass traffic.

· Active: The Bridge DLCIs are ready to accept remote DLCIs. 

· Calling: The DLCI is in the process of connecting to the remote DLCI. 

· Congestion (cong. 1 to 10): This is the DLCI congestion state. There are 10 levels of congestion. Higher the congestion levels mean the remote DLCI is more congested. 

Statistics XE "Statistics" 
· Bytes: The number of bytes incoming (Rx) and outgoing (Tx) from the trunk.

· Data Frames: The number of frames incoming (Rx) and outgoing (Tx) from the trunk.

· LIV Frames: The number of Link Integrity Verification (LIV) frames incoming (Rx) and outgoing (Tx) from the trunk.

· FSR Frames: The number of Full Status Reports (FSR) frames incoming (Rx) and outgoing (Tx) from the trunk.

Priority Queue Frames XE "Priority Queue Frames" 
· Low, 0: The number of low priority or priority 0 frames outgoing (Tx) from the trunk.

· Medium, 1: The number of medium priority or priority 1 frames outgoing (Tx) from the trunk.

· High, 2: The number of high priority or priority 2 frames outgoing (Tx) from the trunk.

· Very High, 3: The number of very high priority or priority 3 frames outgoing (Tx) from the trunk. 

Errors XE "Statistics, Errors" 
· T392 Timeouts: This is the number of times an Access trunk did not receive a Status Enquiry message within its specified T392 timer setting. Configuration settings for the timer are under the Frame Relay Trunk Parameters Command Menu. 

· N392 Errors: This is the number of erroneous events over the N392 threshold to N393 monitor events ratio. This error can occur due to a configuration error, a problem with the remote device parameter setting, or a noisy link connection. When events exceed this ratio the link will enter the down state and mark all configured DLCIs as inactive. Configuration settings for the N392 threshold and N393 monitor events are under the Frame Relay Trunk Parameters Command Menu.

· Tx Clock Failures: This is the number of Tx clock failures. This occurs when a clock signal goes absent due to a faulty cable, noisy clock from DCE device or interface failure, and can generate transmission errors.

· Rx Clock Failures: This is the number of Rx clock failures. This occurs when clock signal goes absent due to a faulty cable, noisy clock from DCE device or interface failure, and can generate transmission errors. 

· Lead Failures: This is the number of times the control lead (DTR or CD) has gone absent. It can occur when you remove the cable (device disconnected), or due to a faulty cable, or faulty interface. You can disable the error count by configuring the lead fail to zero under Frame Relay Physical Command Menu. 

· Tx Aborted Frames: This is the number of frames aborted from transmit queue. It occurs when the CPU processor cannot process all frames to be transmitted. When this condition occurs, the transmit queue is under running or dropping frames. 

· Rx Invalid Frames: The number of invalid frames incoming or received. The frame is not recognizable as a frame relay frame. This can occur on noisy links.

· Rx Aborts: The number of aborted frames incoming or received. This occurs when the remote trunk has transmitted aborted frames. 

· Rx CRC Errors: The number of frames incoming or received that have invalid check sums. This occurs when the link is noisy. 

· Rx Overruns: This occurs when CPU processor cannot process all frames in the receive queue. When this error occurs, CPU processor is dropping frames.

· Rx Inactive DLCI’s: The number of frames incoming or received on DLCIs that are not yet reported active.

DLCI Statistics XE "DLCI Statistics" 
· Bytes moved: The total number of bytes outgoing (Tx) and incoming (Rx) on a DLCI.

· 1 to 127 byte frames: The total number of 1 to 127 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· 128 to 255 byte frames: The total number of 128 to 255 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· 256 to 511 byte frames: The total number of 256 to 511 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· 512 to 1023 byte frames: The total number of 512 to 1023 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· 1024 to 2047 byte frames: The total number of 1024 to 2047 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· 2048 to 4095 byte frames: The total number of 2048 to 4095 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· 4096 to 4117 byte frames: The total number of 4096 to 4117 byte frames outgoing (Tx) and incoming (Rx) on a DLCI.

· Remote BECN Indications: The BECNs received from a remote DLCI and transmitted to a DLCI in a locally attached device.

· Local BECN Indications: The BECNs received from a local attached device.

· Remote FECN Indications: The FECNs received from a remote DLCI and transmitted to a DLCI in a locally attached device.

· Local FECN Indications: The FECNs received from a locally attached device. 

· Remote DE marked frames: The number of DE marked frames from a remote DLCI and transmitted to a DLCI in a locally attached device. 

· Local DE marked frames: The number of DE marked frames received from a locally attached device.

· Remote Discarded frames: The number of discarded frames from a remote DLCI.

· Local Discarded frames: The number of discarded frames from a locally attached device.

LMI Statistics XE "LMI Statistics"  

The Full Status Report will identify each DLCI and its state.

· Active: This means the Full Status Report identifies the DLCI as active

· New: This means the Full Status Report identifies the DLCI has been added

· Int. Active: “Internally Active” refers to NNI connections. The Full Status Report indicates the DLCI within the Athena is in active state.

· Ext. Active: “Externally Active” refers to NNI connections. The Full Status Report indicates the DLCIs external to the Athena are in active state.

· Int/Ext Active: “Internally/Externally Active” refers to NNI connections. The Full Status Report indicates the DLCI external and internal to the Athena are in active state.

· Not Configured: The Full Status Report has identified an un-configured  DLCI in the Athena. This message appears under “DLCI Types”. 

Note: No status under “Active Status” will mean the DLCI is not active according to the Full Status Report. 

Interval Statistics XE "Interval Statistics"  

You can use interval statistics to measure trunk utilization and throughput.

To measure trunk utilization run interval statistics every eight seconds. The number under the bytes column for Tx and Rx will be the actual amount of data in bits per second. The first interval statistic displayed is the accumulated amount of Tx and Rx bytes since you last cleared the statistics. On about the third update the number displayed under the bytes column will be the amount of data in bits per second. 

To measure the throughput in frames per second run interval statistics every ten seconds. Divide the number under the data column by ten to get the number of frames per second transmitted and received by this trunk. The first interval statistic displayed is the accumulated number of Tx and Rx data since you last cleared the statistics. 

Log Files

The Boot Logxe "Boot Log"
The boot log file is a record of installed binaries and configuration files installed on the Athena Access. It is a single file created by the NMP when the node boots.

To aid in field debugging, the NMP also issues the boot log file to any device connected to the terminal port as the node boots. The boot log does not contain any security sensitive information. You can find the boot log under the Files Command Menu. 

Use the boot log to ensure the Access performed the boot sequence properly.

The System Logxe "System Log"
The system log records events that occur during the system’s operation. The record includes the date, time and the type of event. The NMP does not recreate the file every time the node boots up. Instead, it appends the new information to the end of the existing log file. You can use this to view any unexplained events.

If you delete the system log file, the NMP will create a new one next time a change occurs in the node, such as, assigning or de-assigning a port, cycle power, etc.

The Athena Access will retain the file during power loss. The NMP will truncate the file when it becomes excessively large, by removing the oldest entries.

Below is a list of strings that the operating system may generate for the log:

· Cannot initialize the FLASH file system.

· Cannot find a terminal package. 

· Not enough memory to run initialization task.

· This OS requires a later version of the init.bin file.

· Could not open file config.sys.

· File config.sys corrupt. Cannot read AFH.

· File config.sys AFG signature invalid.

· File config.sys type invalid.

· File config.sys corrupt. Cannot seek to data.

The next set can be generated by the NMP and tell the OS to log a string:

· Requested upgrade of keyword version to version,
· Requested assignment of keyword version to trunk number,
· Requested assignment of keyword version,
· Requested de-assignment of keyword version,
· Requested de-assignment of keyword version on trunk number,
· Requested copy of keyword version from trunk number to trunk number,
· Invalid alarm message received, PID = PID#,

· Unused active sub timer encountered by NMP (sub1sexe_ptr),

· Unused active sub timer encountered by NMP (sub50msexe_ptr),

· Unused active sub timer encountered by NMP (intsign_subexe),

· Unused active sub timer encountered by NMP (plsubexe),

· Unused active sub timer encountered by NMP (minsubexe),

· Floating msg ptr encountered by NMP, opcode= opcode#.
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